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4. Prurress h-eport:

The project has been concerned with statistical analysis of certain time series and

stochastic signals that are rather unusual, in that they have long memory and are

nonGaussian. Standard statistical procedures, such as the Box-Jenkins procedure which

presumes Gaussianity and short range dependence, when applicd to these series will

ccrainly produce inferior and suboptimal results.

The PI has pursued two approaches to address the twin problems of long-memory

and nonGaussianty. The first approach is rather general and it uses the setup of the

Iolmogorov-Wiener prediction theory of stationary processes. The second approach is

more specific and it uses a random coefficient stochastic difference equation, which has a

stationary sclution with long memory and nonGaussian marginal distributions. This

stochastic difference equation is ideal for simulating time series data with aforementioned

properties. Such simulated data are used in verifying empirically the more general

results obtained via the first approach.

A data set may look nonGaussian or have some unusual properties because of some

external disturbances and ip' :rvention, or more generally because of some unsuspected

contaminations. To check for such causes, it Is nqtl'r. f- -1Hete e - ations
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and reestimate them using the rest of the data. When formulated in the context of the

Kolmogorov-Wiener prediction theory, this leads to the semi-finite interpolation problem,

that is the problem of finding the optimal estimator of X 0 based on {Vt; t < n. t $ 0},

where n > 0 is a given integer and {X } is the underlying signal or stochastic process.

The Russian probabilist Yu. Rozanov [Stationary Random Processes. Holden-Dav. 1967*

refers to it as a difficult problem. The PI has been successful in solving this problem in

its full generality in [4] (the number refers to the corresponding article in the Publication

List.) This solution has far reaching implications as far as estimating impact of

interventions, outliers and other structural disturbances in time series and signal

processing are concerned. Indeed. in [3, 6, 7] the PI has shown that this solution viewed

property, essentially subsumes all existing methods of detecting outliers that are

developed either by ad hoc methods or by the well-known likelihood printciple in

statistics. As a discussant of the paper [Leave-k-out diagnostics for time series. J. of

Royal Statist. Soc. Ser. B, (1989) 51, 363-424] read before the Royal Statistical Society',

Professor R.M. Loynes expresses the desire for developing diagnstic measures ior time

series that are analogous to those in the linear regression models. In 3] the P1 has

developed such diagnostics for time series that are based on and motivated by the

solution of the semi-finite interpolation problem. Ideas similar to these are used by R.J.

Bhansali [On a relationship between the inverse of a stationary covariance matrix aind

the linear interpolator, J. of Appl. Probability, 27 (1990), 156-1701 for testing time-

reversibility and Gaussianity of time series data.

Alternatively, a data set may look nonGaussian and/or nonlinear because the

underlying stochastic process does not have finite variance. In '21 the structural

similarities and differences between stationary ''ocesspq with and without infinite

variances are studied thoroughly. Since for stationary processes with ifinite variance
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neither the Wold, nor the spectral decomposition exists, appeal is made to the geometric

notion of basis for the time-domain of the process. The approach of this paper, lays the

foundation for a unified study of the prediction problem, semi-finite interpolation

problem and autoregressive representation of predictors for such processes. During the

term of the project, also I have been working on a case study in finance where the use of

a time series model with random coefficients is inevitable. The work in [51 is concerned

with estimating and interpreting the so-called beta or systematic risk of a portfolio.

More specifically, a method is proposed to estimate the covariance matrix of securities in

a portfolio, and the role of this matrix in diversification of risk of a portfolio is explained.
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